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Definition I: 

Given a random experiment with a sample space � , a function X which assign to each 

element  c  � �, one and only one real number X(c) = x is called a Random Variable.  

The space of X is the set of real numbers A =  {x: x = X(c); c  � �}.  

Example: Let the random experiment be the tossing of a single coin and let the sample 

space associated with the experiment be   � = {c: c is Tail or c is Head}. 

Then X is a single value, real-value function defined on the sample space  �  

such that 

 X(c) =  0 if c is Tail 

1 if c is Head 

i.e A = {x: x = 0,1}. 

X is a r.v. and the associated sample space is A. 

Definition 2: 

Given a random experiment with the sample space �. Consider two random variables X1 

and X2 which assign to each element c of � one and only ordered pair of numbers: X1 (c) 

= x1 , X2 (c)= x2. 

The space of X1 and X2 is the set of ordered pairs. 

 A = {(x1,x2) : x1 = X1(c), x2 = X2(c), c  � �} 

 

Definition 3: 

Given a random experiment with the sample space �. Let the random variable Xi assign 

to each element c � �, one and only one real no. Xi(c) = xi, i = 1, . . ., n. the space of 

these random variables is the set of ordered n – turples. 
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A = {(x1,x2,. . . ,xn): x1 = x1(c),. . . ,xn = xn(c), c  � �} 

Probability Density function  

Let X denote a r.v. with space A and let A C A, we can compute p(A) = p(x�A) for each 

A under consideration. That is, how the probability is distributed over the various subsets 

of Д. This is generally referred to as the probability density function ( pdf). 

There are two types of distributions, viz; discrete and continuous.   

Discrete Density Function 

Let X denote a r.v. with one dimensional space A. Suppose the space is a set of points s. t. 

there is at most a  finite no. of points of A in any finite interval, then  such a set A will be 

called a set of discrete points. The r.v. X is also referred to as a discrete r.v.  

Note that X has distinct values x1,x2,. . . ,xn  and the function is denoted by f(x)  

Where  f (x) = p{X = xi} if x = xi, i = 1, 2, . . . ,n 

       = 0  if x ≠ xi 

i.e f(x) ≥ 0  x� A 

Σf(x) = 1 

CONTINUOUS DENSITY FUNCTION.  

Let A be a one dimensional r.v;  then a r.v. X is called continuous if there exist a function 

f(x)  

s.t. ∫ =
A

dxxf 1)(    

where (1) f(x) > 0  x � A 

 (2) f(x) has atmost a finite no. of discontinuity in every finite interval (subset 

of  A) 
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or if  A is the space for r.v. X and if the probability set function p(A), A  A can be 

expressed in terms of f(x)  

s.t:  p(A) = p(x � A) = ∫
A

dxxf )( ;  

then x is said to be  a r.v. of the continuous type with a continuous density function. 

Cumulative distribution function 

Let the r.v. X be a one dimensional set with probability set function p(A). Let x be a real 

value no. in the interval -∞  to x which includes the point x itself, we have 

P(A) = P(x � A) = P(X≤ x). 

This probability depends on the point x, a function of x and it is denoted by  

F(x) = P(X≤ x) 

The function F(x) is called a cumulative distribution function (CDF) or simply referred to 

as distribution function of X. 

Thus  F(x) = ∑
≤xw

 f(w)  (for discrete r.v. X) 

And F(x) = ∫
∞−

x

dwwf )(  (for continuous r.v. X) 

Where f(x) is the probability density function. 

 

Properties of the Distribution function, F(X). 

a. 1)(0 ≤≤ xF  and 0)(lim =
⎯⎯⎯ →⎯
−∞→

xF
x

 and 1)(lim =
⎯⎯ →⎯
∞→

xF
x

 

b. FX(x) is a monotonic, non decreasing function i.e. F(a) ≤ F(b)  for a < b 

c. F(x) is continuous from the right i.e. lim F (x+h) = F(x) for h> 0 and h small 
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 Note:  (F(x) = P(X ≤ x) the equality makes it continuous from the right while 

without  equality, it is from the left) 

Assignment 

1. The Prob. Dist. Function of time between successive customer arrival to a petrol 

station  is given by  

 
.<x0            10e=            

0 <x                     0 =        f(x)
10x- ∞≤

 

Find: 

a. P(0.1 < x < 0.5)   

b. P(X < 1)  

c. P(0.2 < x < 0.3 or 0.5 < x < 0.7) 

d. P(0.2 < x < 0.5 or 0.3 < x < 0.7) 

MARGINAL AND CONDIDTIONAL DISTRIBUTION 

Definition 1: Joint Discrete  Density Function: If (X1, X2,. . . , Xk) is a k-dimensional 

discrete r.v., then the joint discrete density function of (X1, X2,. . . , Xk) denoted by 

),...,,( 21,..., 21 kxxxf
kΧΧΧ  and defined as 

( ),,...,),...,,( 221121,..., 21 kkk xxxpxxxf
k

=Χ=Χ=Χ=ΧΧΧ  

Note ( ) 1,...,,...,f 2121
=∑ ΧΧΧ kxxx

k  

Where the summation is over all possible value of (X1, X2,. . . , Xk) 

Definition 2:  Marginal Discrete Density Function: If X and Y are joint discrete r.v., 

then ( )xfΧ  and ( )yfΥ  are called marginal discrete density functions. That is, if 

( )yxf ,,ΥΧ  is a joint density function for joint discrete r.v. X and Y.  then 
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( ) ( )∑ ΥΧΧ =
iy

yxfxf ,,    and   ( ) ( )∑ ΥΧΥ =
ix

yxfyf ,,  

Also let (X, Y) be joint continuous r.v. with joint probability density function ( )yxf ,,ΥΧ , 

then  

( )[ ] ( )∫∫
Α

ΥΧ=Α∈ΥΧΡ dxdyyxf ,, ,  

If ( ){ }2211 ;;, byabxayx ≤<≤<=Α , then 

[ ] ( )∫ ∫
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=≤<≤<Ρ ΥΧ

2

2

1

1

,; ,2211

b

a

b

a

dydxyxfbyabxa  

Assignment 

Given   

( ) yxyxf +=,   (0 < x < 1; 0 < y < 1) 

(a) Find p(0 < x < ½ , 0 < y < ¼ ) 

If  X and Y are joint continuous r.v. then,  ( )xfΧ  and ( )yfΥ  are called marginal 

probability functions, given by   

( ) ( )∫
∞

∞−
ΥΧΧ = dyyxfxf ,,  and  ( ) ( )∫

∞

∞−
ΥΧΥ = dxyxfyf ,,   

(b) Find the marginal density function of Y and hence, obtain p(Y = 2). 

CONDITIONAL DISTRIBUTION FUNCTION 

Conditional discrete density function: Let X and Y be joint discrete r.v. with joint discrete 

density function ( )yxf ,,ΥΧ .  The  conditional discrete density function  of Y given X = x 

denoted by ( )x
yf

Χ
Υ  is defined as  
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( ) ( )
( )xf

yx
f x

y

Χ

ΥΧ=
Χ

Υ

,f ,   

where ( )xfΧ . is the marginal density of X at the point X= x. 

similarly  ( ) ( )
( )yf

yx
f y

x

Υ

ΥΧ=
Υ

Χ

,f ,   

 
[ ]

( )
, /x y x Y y

y
Ρ Χ = Υ = Χ = =⎛ ⎞= = Ρ⎜ ⎟Ρ Υ = ⎝ ⎠

 

 

Note that  ( ) ( )
( )

( )
( ) 1

,, ===
Χ

Χ

Χ

ΥΧ∑∑ Χ
Υ xf

xf
xf

yxf
f

yy
x

y  

 that it is a probability density function. 

The above definition also holds for the continuous case. 

( ) ( )
( )

( )
( ) 1

,, ===
Χ

Χ
∞

∞− Χ

ΥΧ
∞

∞−
∫∫ Χ

Υ

xf
xf

xf
dyyxf

dyf x
y  

Stochastic Independence (S.I.) 

Definition: Let X1, X2,. . . , Xk be a k- dimensional continuous (or discrete) r.v. with joint 

density function  

( )kxxxf
k

,..., 21,..., 21 ΧΧΧ and marginal density function fXi(xi) then X1, X2,. . . , Xk  are said to 

be stochastically independent iff  

( ) ( ) ii

k

ik xxfxxxf
ik

∀Π= Χ=ΧΧΧ 121,..., ,...,
21

  

for example, if r.v. Xi and X2 have the joint density function ( )21, ,
21

xxf ΧΧ  with marginal 

pdf  ( )11
xfΧ  and ( )22

xfΧ  respectively, then X1 and X2 are said to be stochastically 

independent iff ( ) ( ) ( )2121, 2121
ff , xxxxf ΧΧΧΧ =  
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Note that 

( ) ( )12'1 1
2)( xffxxf x

x=  by earlier definition of conditional density 

( ) ( )2\1
2 xff x

x =⇒  iff X1 and X2 are independent. 

Also recall that 

( )

( )

( ) ( )
( ) ( )

)()(
)(,

)(

)(

),()(

12

121

1

11

11

212

1
2

1
2

1
2

1
2

1
2

xfxf
xffxxf

xondependnotdoesfiff

dxxff

dxxff

dxxxfxf

x
x

x
x

x
x

x
x

x
x

=

=⇒

=

=

=

=

∫

∫

∫

∞

∞−

∞

∞−

∞

∞−

 

Exercise 

Let the joint pdf of X1 and X2 be given as  

( )
otherwise

xxxxxxf
0

10;.10, 212121

=
<<<<+=

 

Show that X1 and X2 are stochastically dependent 

Theorem: Let the r.v. X1 and X2 have the joint density function f(x1,x2), then X1 , X2 are 

said to be stochastically independent iff f(x1,x2) can be written as the product of non-

negative function of x1 alone and non-negative function of x2 alone.  i.e 

f(x1,x2) = g(x1)h(x2)   where g(x1) >0, h(x2) >0 

Proof: 
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If  X1 and X2 are S.I, then f(x1,x2)= f1(x1)f2(x2) where f(x1) and f(x2) are marginal density 

function of X1 and X2 respectively, i.e 

f(x1,x2) = g(x1)h(x2) is true 

Conversely 

If  f(x1,x2) = g(x1)h(x2), then for the r.v. of the continuous type, we have  

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )2211212122

1122122111

xhcdxxgxhdxxhxgxf

xgcdxxhxgdxxhxgxf

===

===

∫∫

∫∫
∞

∞−

∞

∞−

∞

∞−

∞

∞−  

Where c1 and c2 are constants and not functions of x1 or  x2 

But 

 

( ) ( ) ( )

( ) ( )

1

sin1,

21

212211

212121

=⇒

=⇒

==

∫ ∫

∫ ∫ ∫∫
∞

∞−

∞

∞−

∞

∞−

∞

∞−

∞

∞−

∞

∞−

cc

ccdxxhdxxg

pdfacedxdxxhxgxxf

 

i.e f(x1,x2) = g(x1)h(x2) = c1 c2 g(x1)h(x2) = c1 g(x1) c2 h(x2) =  f1(x1) f2(x2)  i.e X1 and X2 

are S.I 

Theorem 2:  If X1 and X2 are  S.I. with marginal pdf f1(x1) and  f2(x2) respectively, then 

P(a<x1<b, c<x2<d) = p(a<x1<b)p(c<x2<d) for a<b and c<d and a, b, c, d are constants. 

Proof:  from definition of S.I of X1 and X2,  
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( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )dxcbxa

xfxf

dxdxxfxf

dxdxxxfdxcbxa

xfxfxxf

d

c

b

a

d

c

b

a

d

c

b

a

<<Ρ<<Ρ=

⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=

=

=<<<<Ρ

=

∫∫

∫ ∫

∫ ∫

21

2211

212211

212121

221121

,;

,

 

Exercise:  

(a) Given   f(x,y) = x + y 

obtain ( ) ( ) ( )2
1

2
1

2
1

2
1 00,0;0 <<Ρ<<Ρ<<<<Ρ yandxyx  and hence show that X 

and Y are not S.I. 

(b)  Given f(x,y) = ℮-(x +y)  0<x<∞, 0<y<∞ 

Show that X and Y are independent. 

 

DERIVED DISTRIBUTIONS 

Consider a continuous r.v. X and the relation 

Y = a + bx   -------------------------------------- (1) 

Since X is a r.v., so is Y. 

Suppose we which to find the density function of Y. let f(x) be the density function of X 

where 

( )
elsewhere

xxf
0
0

=
<∝<> β  

If  b > 0, then Y assumes values between a + bα and a + bβ, hence 
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( ) ( )
( ) ( )

( )......................................... 2

y a bx

or y a b y

y a
b

Ρ Υ ≤ = Ρ Υ ≤ +

Ρ Υ ≤ = Ρ + Χ ≤

−⎛ ⎞= Ρ Χ ≤⎜ ⎟
⎝ ⎠

 

If F(x) and G(y) are distribution functions of X and Y respectively, then 

( ) ( )3............................................⎟
⎠
⎞

⎜
⎝
⎛ −

=
b

ayFyG  

Since the density of Y, g(y) is given by ( )
dy
dGyg =  

( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −

==
⎟
⎠
⎞

⎜
⎝
⎛ −

=⇒ ∫
−

∞− b
ayf

b
dxxf

dy
d

dy
b

aydF
yg

b
ay

1  

The transformation given in (1) is known as one to one transformation. 

Generalization of (1): 

Let Y = ф(x) -----------------------------------(4) 

since Y is a function of X, we can solve equation (4) for X to obtain X as a function of Y 

denoted by 

X  =  Ψ(Y)  ---------------------------------- (5)  

     =  ф-1(y) 

The transformation in equations (4) and (5) are said to be 1 – 1 if for any value of x, ф(x) 

yields one and one value of Y and if for any value of Y, Ψ(Y) yields one and only one 

value of X. 

Theorem: Let X and Y be continuous r.v. defined by the transformation 

Y = ф(x) and X = ( )Υϕ   
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Let these transformations be either increasing or decreasing functions of X and Y  and 1-

1. If f(x) is the pdf of X where f(x) > 0   α<x<β     and       f(x) = 0        

 elsewhere 

Then Pdf of Y is 

( ) ( ) ( )( )

( ) ( )

( ) ( )

1 2

1

2

min ,

max ,

d y
g y f y y

dy

where

φ
φ α α

α ϕ α ϕ β

α ϕ α ϕ β

= < <

= ⎡ ⎤⎣ ⎦

= ⎡ ⎤⎣ ⎦

 

 Proof:  Let )(1 αφα = and )(2 βφα = , in this  case, )(xφ  is an increasing function of X 

since α < β  and  

G(y) = p(Y≤y) = p( yx ≤)(φ ) 

 = ∫ ∞−
==≤ΧΡ

)(
)())(()]([

y
dxxfyFy

ϕ
ϕϕ  

The density of Y is  therefore given  by  

( ) ( ) ( )
( )

( ) ( ) ( )( ) ( ) ( )βφαφϕϕ

ϕ

≤≤=

== ∫
∞−

yyF
dy

ydyg

or

dxxf
dy
d

dy
ydGyg

y

 

Since )(xφ  is an increasing function of x, hence 0)( >ydy
d ϕ which makes ( ) 0≥yg . 

Now suppose that )(xφ  is an decreasing function of X, i.e. as X increasing 

)(xφ decreases. Thus  the min of Y is )(βφ and maximum value of Y is )(xφ . 

))((1))((
))(()()(

yFyXp
yxpyYpyG

ϕϕ
φ

−=≥=
≤=≤=
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Hence the pdf of Y is given  as  

))(()()( )( yFyGyg dy
yd

dy
d ϕϕ−==   )()( αφβφ ≤≤ y  

Since )(xφ is a decreasing function of X, thus )(yϕ  is a decreasing function of y and the 

partial derivative of 0)( <yϕ . 

i.e. 0)( <ydy
d ϕ   

( ) 0≥⇒ yg . 

i.e ))(()( )( yfyg dy
yd ϕϕ=      α1 < y <α 2 

 

TRANSFORMATION OF VARIABLES OF DISCRETE TYFPE  

Let X be a r.v. of discrete type with a pdf f(x). Let A denote the set of discrete points for  

which f(x) > 0 and let Y = )(xν be a 1-1 transformation that mapped A onto β . Let 

)(yx ω= be the solution of )(xy ν= , then for each εβy , we have ∈= )(yx ω  A 

⇒ event ])([ yxoryY == ν and )(yX ω=  are equivalent 

Thus    

))](()([][)( yFyXpyYpyg ωω =====   β∈y  

ASSIGNMENT 

Given X to be a discrete r.v. with a poison distribution function, obtain pdf of Y = 4X 

 

Let f(x1, x2) be the joint pdf of two discrete r.vs. X1 and X2 with set of points at which 

f(x1, x2) > 0. Define a 1-1 transformation such that ),( 2111 XXUY =  and 

( )2122 , XXUY = , for which the joint pdf jis given by  

( ) ( ) ( )( ) βωω ∈= 2121221121 ,,,.,, yyyyyyfyyg  
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( )2111 , yyx ω=  and ( )2122 , yyx ω=  are the inverse of ),( 2111 xxUy =  and 

).,( 2112 xxUy =  

from the joint pdf g(y1, y2), we then obtain the marginal pdf of y1 by solving over y2 and 

vice-versa. 

 

TRANSFORMATION OF VARIABLES OF CONTINUOUS TYPE 

Let X be a r.v. of continuous type with a pdf of f(x).  Let  A be a one dimensional space 

for f(x) > 0. Consider a 1-1 transformation which maps the set A onto set β . Let  the 

inverse of )(xvY =  be denoted by )(ywx = and let the derivative ' ( )dx y
dy

ω= be 

continuous and not vanishing for all points β∈Y .  Then the points of )(xUY = is given 

by 

)())(()( 1 yyfyg ωω=    β∈y  

         = 0     elsewhere 

)(1 yω  is called the Jacobian of the linear transformation )(yx ω= is denoted by J . 

Exercise 

Given X to be continuous with  

Ca)  

 

Show that  has 2χ  distribution with 2 df. 

(b)  
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find  pdf of  

 

(c)  

       = 0                elsewhere 

find pdf of  

 

The method of finding the pdf of a function one r.v. can be extended to two or more r.v.s 

of continuous type. 

Let  

       

Define a 1-1 transformation which maps a 2-dimensional set of A in the 21, xx plane into 

2-dimensional set of B in the  plane. If we express each of 21, xx  in terms of 

, we can write , and the determinant of 

order 2 can be obtained 

2

2

1

2

2

1

1

1

dy
dx

dy
dx

dy
dx

dy
dx

J =     

It is assumed that these first order partial derivatives are continuous and that J is not 

identically equal to zero in B.   

 

 

Exercise 1; 

Given the r.v. X with 
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Let X1 and X2 denote random samples from the distribution. Obtain the marginal density 

function of  respectively. 

Exercise 2 : 

Let  be a r.s. from an exponential distribution of the form  

 

 

Given  

            

Show that Y1 and Y2 are S.I. 

 

 

 

 

Mathematical Expectation 

Let X be a r.v. with pdf f(x) and let V(x) be a function of x such that ∫
∞

∞−

dxxfxV )()( exists 

∀ x (continuous r.v.) and ∑ )()( xfxV exists if X is a discrete r.v. The integral or 

summation as the case may be is called the mathematical expectation or expected value 

of V(x) and it is denoted by ( )[ ]xΕ . It is required that the integral or sum converge 

absolutely. More generally, let nxxx ,..., 21  be a r.v. with pdf f( nxxx ,..., 21 ) and let 
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V( nxxx ,..., 21 ) be a function of the variable such that the n-fold integrals exist, i.e. 

( ) ( ) nnn dxdxdxxxxfxxxV ,...,,...,,...,.... 212121∫ ∫ ∫
∞

∞−

∞

∞−

∞

∞−

  exists, if the r.vs. are of continuous type 

and ( ) ( )∑ ∑
1

,...,,...,... 2121
x x

nn
n

xxxfxxxV  exists if the r.vs. are discrete. 

The n-fold integrals or the n-fold summation is called the mathematical expectation 

denoted by ( )( )[ ]nxxxV ,..., 21Ε  of function f( nxxx ,..., 21 ). 

Properties of Mathematical Expectation 

1) If k is a constant, then ( ) kk =Ε  

2) if k  is a constant and V is a function, then ( ) ( )VkkV Ε=Ε  

3) if k1 and k2 are constants and V1 and V2 are functions the

 ( ) ( ) ( )22112211 VkVkVkVk Ε+Ε=+Ε  

 

Example: 

f(x) = 2(1-x)    0<x<1 

( )

( )

( ) ( ) ( )[ ]

( ) ( ) ( ) ( ) ( )

2
1

6
1

3
122

2
22

1

0

222

1

0

2
2
12

363636
54
3

9
1

6
1

3
1

6
1

6
1)1(2)(

3
1)1(2)(

=+=

+=Ε+Ε=+Ε

=−=⎟
⎠
⎞

⎜
⎝
⎛−=Ε−Ε=

=−==Ε

=−==Ε

∫ ∫

∫ ∫
∞

∞−

∞

∞−

xxxx

xxxV

dxxxdxxfxx

dxxxdxxxfx

 

6
)( xxf =   x=1,2,3, 
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( ) ( )
6

9881161
6
1)(

3,2,1

33 =++==Ε ∑
=

xfxX
x

 

f(x,y) = x + y    0<x<1, 0<y<1 

E(xy2)=? 

∫ ∫

∫∫
=+

1

0

1

0

2

2

72
17)(

),(

dxdyyxxy

dxdyyxfxy
 

 

 

 

Weak Law of Large Number(WLLN) 

Let X1, X2, … be a set of independent r.v. distribution in the same form with mean μ . 

Let  nΧ   be the mean of the first n observation. 

i.e.    ∑
=

=
n

i
in x

n
X

1

1        

then nΧ  who has the mean μ . 

The weak law of large numbers states that nΧ  becomes more and more narrowly 

dispersed about μ  as n increase 

i.e. { } 0lim =>∈−
∞→

μnn
XP      0∈>  

if we assume that the variance of any X exist and equal to 62 

then ( )
n

X n

2σν =  

chebyshev inequality, 



http://www.unaab.edu.ng 
 

 

Theorem: Let g(x) be a non negative function of a r.v. X. If  ( )( )xgΕ  exist, then for any 
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Proof: 

Let  ( ){ }≥∈=Α xgx :  and let f(x) be the pdf of X, then 
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i.e.  [ ] [ ]≥∈Ρ≥
∈
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or  [ ] [ ]
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Proof of Chebyshev inequality 

( )[ ] ( )( )
Κ
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≤≥Ρ

xgkxg  

Let   ( ) ( )2μ−Χ=xg  

        22 σ=∈Κ  

i.e  ( )[ ] 222

2
222 1

∈
=

∈
≤≥∈−ΧΡ

σ
σσμ  

 

Proof of weak law of large number 

let ( )2)( μ−Χ= nxg  
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Note that WLLN can  also be stated as  
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Again using Chebyshev inequality 
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Exercise 1: 

Suppose that a sample is drawn  from some distribution with an unknown mean and 

variance equal to unity. How large a sample must be taken in order that the probability 

will atleast 0.95 that the sample mean nX  will lie within 0.5 of the population mean? 

 

 

 

Exercise 2: 

How large a sample must be taken in order that you are 99% certain that nΧ  is within 

0.56 of μ ? 
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Strong Law of Large Numbers(SLLN) 

The weak law of large numbers state a limiting property of sums of r.v. but the strong law 

of large numbers state something about the behavior of a sequence, ∑
=

=
n

i
in xS

1

    n∀  

If X1, X2, . . ., Xn are independent and identical with finite mean μ , 

 μ
⎯⎯ →⎯
∞→n

sa
n
Sn .    (almost surely) 

This is known as the Strong Law of Large Numbers (SLLN). 

SLLN implies WLLN. 

Central Limit Theorem 

Let  X1, X2, . . ., Xn be a r.s. from a normal distribution with mean μ  and variance 
2σ , 

then the r.v.,  

n

n
n σ

μ−Χ
=Ζ  

approaches the standard normal distribution as n approaches infinity 

( )1,0Ν⎯⎯ →⎯Ζ ∞→nn  

Proof 

Note that the moment generating function of a standard normal distribution is given as 

( )
2

2
1 t

X t l=Μ  

Let  ( )t
nΖ

Μ  denoted the mgf of nΖ . Hence we need to show that 

( ) )(tt nn
Μ⎯⎯ →⎯Μ ∞→Ζ  
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But rth derivative of ( )
n
t

yΜ  evaluated at t=0 gives the rth moment about the mean of the 

density function divided by (√n)r 
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Which is the same mgf for a standard normal distribution, hence ( )1,0Ν⎯⎯ →⎯Ζ ∞→nn  
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Let X be a r.v. with pdf given by  

find  the mgf of X and hence mean and variance of X. 

 

       

 

 

Assignment 

(a) Find the mgf of the following distributions and hence the mean and variance. 

Bernoulli, Binomial, Poisson, Geometric, Uniform, Exponential, Gamma, Beta, Normal, 

Chi-Square. 

(b) Suppose  

Let  Find the distribution of Y. 

(c) Assume X1, X1, . . ., Xn are i.i.d and distributed as  exponential. Find the 

distribution of ∑
=

Χ=
n

j
inS

1
  

 


